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Over the past several years, technological advancements in artificial intelligence (AI) have led to several significant developments in its widespread adoption and use. These breakthroughs in AI have introduced the world to powerful content-generation models that allow users to create everything from digital media products to writing samples instantly through simple text-based queries. As a result, interest in new AI tools has increased dramatically over the past several months. ChatGPT, a chatbot launched in November 2022 by the company OpenAI, recently set the record for the fastest-growing consumer application in history, with an estimated 100 million active users monthly a mere 4 months after it debuted (Hu, 2023).

While the meteoric rise of ChatGPT has spread into the realm of education and captured the imagination of students and educators alike, improper use of the technology has been a cause for concern. In its “Educator Considerations for ChatGPT” documentation, OpenAI (n.d.) states that there are several education-related risks to using ChatGPT, including plagiarism, harmful and biased content, equity and access, the trustworthiness of the AI-generated content, and overreliance on the tool for assessment purposes. As educational institutions and policymakers grapple with how best to handle the moral and ethical concerns regarding the use of ChatGPT and its competitors, we maintain that the best approach to combating the improper use of such technology is one of inclusion rather than exclusion. Educators can model best practices for students by incorporating AI tools into classwork and curriculum. In turn, students can develop a better understanding of this powerful new technology and leverage its use for enhancing their productivity, comprehension, and creativity.
Challenges and Opportunities of AI in K-16 Education

AI refers to the field of study, theory, and design of intelligent machines (Buchanan, 2005; McCarthy, n.d.). In the early days of AI, computational input and output were done on a rudimentary level. Machines could learn and execute basic human functions, such as simulating a simple conversation or deciphering communications code during wartime (Haenlein & Kapla n, 2019). Although impressive demonstrations of computational power at the time, these first instances of AI were by no means capable of performing at the level of human intelligence.

In 1950, Alan Turing designed a test to determine whether a computer could truly mimic human intelligence. The “Turing Test” theorized that computers could be considered “intelligent” when they reached the point where conversation between the machine and human became indistinguishable between that of two humans (Turing, 1950). This test has been largely considered the gold standard for AI development (Knightly, 2018). To date, no AI system has passed the Turing Test, although some have come close, including an algorithm designed by a 13-year-old boy from Ukraine that convinced one third of the humans judging it that it was human (Johnson, 2022).

As one of the most advanced AI writing tools to date, could ChatGPT pass the Turing Test? Just 1 month after the release of ChatGPT, the New York Times published an article featuring a series of text written by students along with text written by ChatGPT inquisitively titled, “Did a Fourth Grader Write This? Or the New Chatbot?” (Miller et al., 2023). The article's authors noted that a fourth-grade teacher, a professional writing tutor, a college education professor, and a children’s author were not always able to distinguish between text from a child or the chatbot.

ChatGPT generates text responses that go well beyond the elementary school level, too. Higher education institutions around the nation have reported that ChatGPT is able to pass some of their most difficult exams. Researchers at the University of Minnesota Law School found that the chatbot was able to pass a series of multiple-choice and essay response exams with a C+ grade (Choi et. al., 2023). ChatGPT was also scored within the passing range for the United States Medical Licensing Exam (USMLE), an accomplishment the researchers called a “notable milestone in AI maturation” (Kung et al., 2023, p. 1).

While both concern and excitement regarding ChatGPT abound, educators have begun pondering what the impact of this new AI tool might be on the field of education. However, this is not the first AI tool that has influenced teaching and learning. AI technologies have long been embedded into K-12 schools and higher education settings. From intelligent tutoring systems to robo-graders to learning analytics, scientists and researchers have been trying to design AI tools that automate different aspects of teaching and learning in an attempt to improve the field of education (Guan et al., 2020; Tedre et al., 2021). Educators, too, have incorporated AI tools into their classes, such as cognitive assistants (e.g., Alexa; Daley & Pennington, 2020) and AI teaching assistants (Kim et al., 2020).
Students have also turned to AI tools, including grammar and sentence correctors (e.g., Grammarly), translation tools (e.g., Google Translate), language learning tools (e.g., Duolingo), and answer engines (e.g., Wolfram|Alpha) to aid their communication, thinking, and learning. Even some teacher education programs have embedded AI-based digital clinical simulations and virtual reality training systems (e.g., Mursion) to help prepare future teachers for success in the classroom (Johnson-Leslie & Leslie, 2022; King et al., 2022).

While some of these AI tools such as intelligent tutoring systems (Kulik & Fletcher, 2016), personalized learning systems (e.g., Akgun & Greenhow, 2022), and AI simulation-based learning technologies (Dai & Ke, 2022) have shown potential for improving teaching and learning, other AI tools have demonstrated more questionable outcomes. AI-based automated assessment systems designed to save teachers time by having machines grade student work have been found to perpetuate systemic bias and discrimination by privileging dominant ways of thinking, knowing, and using language (Cheuk, 2021). When such tools are used in high-stakes assessments – like for evaluating writing samples for admissions into top schools (e.g., Mi Write) – they could potentially jeopardize students’ futures (Mezzacappa, 2021).

Additionally, new AI-based student monitoring tools (e.g., Gaggle and GoGuardian) and facial recognition technologies, which are being implemented in K-12 schools to protect students, can compromise student privacy and harm traditionally marginalized students (Laird et al., 2022). Meanwhile, predictive analytics tools – those that use massive amounts of data collected from students (whether they know it or not) to provide insights that teachers and administrators can use to make decisions about students – can lead to discriminatory outcomes and increased bias in decision-making (Feathers, 2022). Akgun and Greenhow (2022) warned that introducing AI into education can create new ethical and societal risks, including perpetuating systemic bias and discrimination, compromising students’ privacy, increasing student monitoring and surveillance, jeopardizing student autonomy, disadvantaging traditionally marginalized students, and amplifying racism, sexism, xenophobia, and other forms of inequity.

Therefore, when integrating new AI tools into educational practices or changing educational practices based on AI tools, it is essential to critically interrogate the technology to determine its intended and unintended benefits and consequences (Heath et al., 2022). In the following section, we discuss potential uses, risks, misuses, and opportunities for ChatGPT as a guide to help teachers and teacher educators think critically about the impact this tool might have on education.

ChatGPT

ChatGPT was launched in November 2022 by the AI research and development company OpenAI. OpenAI was founded in 2015 as a nonprofit organization with support from high-profile donors such as Tesla CEO Elon Musk and LinkedIn co-founder Reid Hoffman with the intention of advancing “digital intelligence in the way that is most likely to benefit humanity as a whole, unconstrained by a need to generate financial
return” (OpenAI, 2015, para. 1). In 2019, OpenAI pivoted to becoming a for-profit enterprise, which led to a strategic partnership with Microsoft totaling $1 billion (Microsoft News Center, 2019).

Shortly after the investment from Microsoft, OpenAI launched GPT-3 (Generative Pre-trained Transformer 3) – one of the most advanced large language models to date. Language models are “a type of neural network that has been trained on lots and lots of text” (Heaven, 2023, para. 3). OpenAI’s GPT-3 proved to be a significant leap forward for large language models, as it examined over 175 billion data parameters, 10 times more than any other previous collection (Brown et al., 2020). By training the model on everything from Wikipedia articles to Reddit links, GPT-3 was able to successfully craft convincing human-like responses based on the billions of text samples used for machine learning (Thompson, 2022).

However, the use of Internet text to train GPT-3 also resulted in a tool that reproduced much of the disinformation, prejudice, biases, and harmful information found online (Heaven, 2023). In an attempt to reduce the toxic tendencies of GPT-3, OpenAI used “reinforcement learning from human feedback” to fine-tune GPT-3 into “InstructGPT” – a large language model built on human preferences to desired responses (OpenAI, 2022). This model served as the basis for ChatGPT (Rettberg, 2022).

While large language models and generative pretrained transformers were around well before ChatGPT, its combination of free access, an easy-to-use interface, and advanced response outputs set it apart from similar tools and attracted a wide range of early adopters (Tate et al., 2023). After its launch in late 2022, ChatGPT saw immediate and widespread adoption. In its debut week, the chatbot amassed a staggering 1 million users (Mollman, 2022). Less than 2 months later, the number of active users increased to over 100 million.

**Potential Uses for ChatGPT**

As one of the most advanced AI writing tools to date, ChatGPT can write nearly anything that an educator or student asks it to write. For educators, ChatGPT can do the following:

**Provide support with teaching**, including writing course syllabi, lesson plans, classroom rules and policies, learning objectives, directions for learning activities, discussion prompts, plans for substitute teachers, mini-lecture presentation scripts, and tips for classroom management (see Figure 1).

**Provide support with student assessment**, such as writing student progress reports, quiz and test questions, and rubrics for grading. It can also provide automatic grading and feedback to students (Zhai, 2023).

**Help support student learning**, including writing study guides, math and science word problems, text for students to read at different Lexile levels, directions for conducting a science experiment or designing a multimodal project, writing samples for students to critique, individualized educational plan goals, choose-your-own-adventure stories, and Reader’s Theatre scripts.
Offer suggestions for improving teaching, such as writing advice for creating more inclusive and accessible learning activities, tips for diversifying the authors in a class reading list or syllabus, strategies for using digital tools and apps to enhance teaching and learning, and examples of how to communicate a concept to students at different age levels.

Support teacher-parent and teacher-student communication, including writing text messages in different languages to send to students’ family members, drafting emails to communicate with students and family members, and providing text for a classroom newsletter or website to keep students and family members up to date on class activities.

Figure 1
ChatGPT’s Response to “What Are 20 Things You Can Help Teachers With?”

For students, ChatGPT can offer several benefits as well, such as the following:
Personalized learning support, including providing individualized tutoring in any subject, research support, directions to complete an activity, explanations of complex topics in more accessible language, notes for an inputted text (e.g., “Take notes on the following TED Talk transcript”), summaries and outlines of text, tips for writer’s block, text to help facilitate writing (e.g., sentence starters, transitions), computer code, translations of text into multiple languages, directions for solving problems, and more (see Figure 2). ChatGPT can even serve as a “teachable agent” (Tate et al., 2023, p. 11) that encourages students to learn by teaching ChatGPT a concept through a text-based conversation.

Creative thinking support, such as writing scripts for multimodal projects (e.g., podcast or video); listing local, national, or global issues to address as part of a civic engagement project; providing suggestions for how to write or rephrase a sentence to make it more creative; offering ideas for inventions (e.g., “Design an invention to solve water scarcity around the world”); and providing support with brainstorming and idea forming for writing and class projects.

Assessment support, such as writing test and quiz practice questions to help students prepare for an upcoming assessment, providing rubrics for students to evaluate their own work, and offering feedback on writing and projects.

Reading and writing comprehension support, including helping improve students’ reading comprehension skills, writing skills, language skills, and research skills (Kasneci et al., 2023). ChatGPT can also help students with each of the seven steps of the writing process: (a) choosing a topic, (b) brainstorming, (c) outlining, (d) drafting, (e) soliciting feedback, (f) revising, and (g) proofreading (Anders & Sahakyan, 2023). While ChatGPT can seemingly write anything, it does have limitations. ChatGPT is not currently connected to the Internet, and it was trained on data pulled from the Internet prior to 2021, meaning that it cannot write credible responses about any events or information that has been produced after 2021 (OpenAI, n.d.). It also cannot make predictions about future events or browse the Internet (as of yet). Additionally, it can only provide text-based responses. For example, while it can produce a script for a podcast, it cannot produce a podcast audio file. Also, users cannot upload media for ChatGPT to review. That is, while users can upload a transcript from a TED Talk for ChatGPT to summarize, users cannot upload the TED Talk video for ChatGPT to summarize. Furthermore, ChatGPT cannot provide context-specific information, like what happened in class last week or what is happening in a student’s daily life.
Potential Risks of Using ChatGPT

While ChatGPT can be beneficial to teachers and students alike, there are also several risks involved with using ChatGPT, such as assuming that ChatGPT produces credible output, privileging AI-generated text over human-generated text, giving away personal and sensitive data, violating the terms of use, and widening the digital divide.

ChatGPT is designed to produce text that appears to be credible, but in many cases the information it provides is made up. Users are often unaware that ChatGPT is not an Internet search engine, reference librarian, or even Wikipedia; it is not designed to present factual information. Instead, it is programmed to predict which words best fit
together to generate plausible-sounding text (May, 2023). As such, several educators and content experts have already found flaws in the mathematical and scientific output ChatGPT produced (e.g., Brumfiel, 2023; von Hippel, 2023). Educators have also found that ChatGPT will fabricate citations and reference lists that look real, but in fact do not exist (e.g., Smerdon, 2023).

Assuming that ChatGPT will provide reliable, credible, accurate, and trustworthy output is a risk that can impede, and in some cases even harm, teaching and learning. For instance, a student might turn to ChatGPT to learn how to solve a complex math problem, but if ChatGPT fabricates its response, the student might learn the wrong information. Or a teacher might turn to ChatGPT to design a lesson plan related to solving a complex science equation and end up presenting the wrong information to students. While some schools are already turning to ChatGPT and AI to serve as substitute teachers (Young, 2023), AI technologies are clearly not yet intelligent enough to serve as a substitute for the vast pedagogical content knowledge that teachers have.

Another potential risk is privileging AI-generated text over human-generated text. Rettberg (2022) noted that ChatGPT is “multilingual but monocultural” because it has been trained “on English-language texts, with the cultural biases and values embedded in them, and then aligned with the values of a fairly small group of US-based contractors” (para. 39). If teachers ask ChatGPT to write feedback for, or even grade, student writing without realizing that ChatGPT is trained on text that privileges certain ways of thinking, knowing, and using language, then students may be unfairly graded or given feedback that silences their unique, culturally relevant ways of writing. That is, privileging ChatGPT-generated text as “correct,” can perpetuate systemic bias and discrimination and force students to assimilate their writing to the culture of white normative discourse (Cheuk, 2021) rather than encouraging students to incorporate their own creative ways of expression into their writing.

Additional risks of using ChatGPT include giving away personal data and sensitive information and violating the terms of use. OpenAI’s privacy policy for ChatGPT indicates that the company collects a lot of information from the user, including log data, usage data, cookies, device information, IP address, interactions with the site, and date and time of use. The policy states that this information may be shared with vendors and service providers, law enforcement, affiliates, and other users. While users can request to have their data deleted, OpenAI will not delete any prompts a user inputs. So, if a user inputs a sensitive prompt (like asking about a medical condition or mental health issue), OpenAI keeps a permanent record of that input.

This also means that if a teacher asks ChatGPT to write an email to a student about their grade on a project or produce any other kind of educational record that includes protected student information, then OpenAI will have a permanent copy of that data which is a potential violation of the Family Educational Rights and Privacy Act. Additionally, the Privacy Policy specifically states that since OpenAI is collecting data on all users, the users cannot be under 13 years old (because that would violate the Children’s Online Privacy Protection Act). Meanwhile, the
Terms of Use state that users must be 18 or older to use ChatGPT. Asking students younger than 18 years old to use the tool would violate the Terms of Use. Using ChatGPT without reading the privacy policy and terms of use can create additional risks – both legal and ethical – for teachers and students alike.

One additional risk worth considering is that ChatGPT may widen the digital divide. OpenAI has recently moved to a pricing plan, where users who pay for access are provided with unrestricted use and faster response times, and users who continue to use the free version may be limited in when and how they use the tool. As mentioned previously, some schools and districts have also resorted to banning ChatGPT on school-owned devices and school wifi. Some countries still do not have access to ChatGPT. While Microsoft is currently integrating ChatGPT into its search engine Bing to ensure long-term public access to the tool (Mehdi, 2023), individuals and countries that have reliable Internet will more easily be able to access the tool than those who do not. This will undoubtedly expand the digital divide between those who can access and learn how to use the tool and those who cannot (Tate et al., 2023).

While these are just a few of the currently identified risks of using ChatGPT, it is clear that AI tools, like any new technologies, require a critical interrogation before use in education in order to mitigate potential risks and harms (Heath et al., 2022).

**Potential Misuses of ChatGPT**

There are several ways ChatGPT can be misused, including writing content that an author uses as their own (e.g., plagiarism and ghostwriting), generating misinformation, and writing harmful or biased information (OpenAI, n.d.).

As an advanced chatbot that uses a large language model to produce human-like text, ChatGPT can generate text that in many cases is indistinguishable from humans. Students have been quick to figure this out. In a poll of more than 4,000 Stanford students, 5% of the respondents reported submitting materials directly from ChatGPT for assignments without any additional editing (Cu & Hochman, 2023). In another survey featuring data from more than 1,000 students who were older than 18 (the required age to use ChatGPT), nearly half of the students reported using ChatGPT for an at-home test or quiz and 53% reported using ChatGPT to write an essay for class (Study.com, 2023a). Educators have already caught students using ChatGPT to cheat on exams and assignments, leading to several K-12 school districts around the nation, such as New York City Public Schools, banning the technology on school devices and infrastructure (Goulding, 2023; Study.com, 2023b).

Students, however, have not been the only ones who have been caught using ChatGPT to do their work for them. CNET, a popular technology site, published more than 70 AI-generated articles without informing readers that the articles were written by AI. Many of these articles were found to have errors, with CNET issuing corrections on 41 of the 77 AI-generated articles (Sato & Roth, 2023). Debates have also ensued regarding whether
scholars can add ChatGPT as a coauthor on journal articles where the chatbot produces text as part of the manuscript. Springer Nature, the world’s largest academic publisher, issued a statement expressing that ChatGPT cannot be credited as an author because “any attribution of authorship carries with it accountability for the work, and AI tools cannot take such responsibility” (Nature.com, 2023, para. 6). Ultimately, many users – from students to journalists – have already found ways to misuse this tool by presenting output from ChatGPT as something written by humans.

Another misuse of the tool involves using ChatGPT to produce misinformation quickly and easily. Crovitz, the cochief executive of NewsGuard, called ChatGPT the most powerful tool for spreading information to date (as cited in Hsu & Thompson, 2023). When asked to produce false narratives for 100 controversial topics, ChatGPT obliged 80% of the time (Brewster et al., 2023). Brewster et al. commented that these results “confirm fears, including concerns expressed by OpenAI itself, about how the tool can be weaponized in the wrong hands” (para. 4). While the authors noted that ChatGPT does have some safeguards in place – the bot would not produce misinformation on certain topics and, in some cases, it would include a disclaimer at the end of the generated text – they felt that this would not be enough to prevent malicious actors from using this tool in nefarious ways.

An additional concern with the tool is its potential for generating harmful, hateful, or biased information. According to Kleiman (2023),

> The online texts used to train AI language models can include racist, sexist, ageist, ableist, homophobic, antisemitic, xenophobic, deceitful, derogatory, culturally insensitive, hostile, and other forms of adverse content. As a result, AI models can generate unintended biased, derogatory and toxic outputs. (para. 33)

While OpenAI hired Kenyan workers (at just $2 per hour) to train ChatGPT to mitigate some of these harms (Perrigo, 2023), users have found ways around these safeguards (Rudolph et al., 2023). For example, while ChatGPT may refuse to write a sexist joke or tell a racist story, users have found that if they ask ChatGPT to write a program in Python that features the racist story or generate a song that is sexist it may obliged. As users experiment with new ways to use ChatGPT, many have also discovered ways to misuse this tool.

These are just a few of the ways ChatGPT has been found to be misused already. When prompted, ChatGPT also offered more examples of misuse, such as impersonation, automated scamming or phishing, and online harassment (see Figure 3). OpenAI (n.d.) also noted it is against their Usage Policies to use ChatGPT for assessing and making decisions about students or an educational context.
Potential Opportunities With Using ChatGPT

Even though ChatGPT presents serious risks and potential misuses, it also can provide new opportunities in the field of education, such as motivating new conversations and policies about academic integrity, inspiring a rethinking of teaching practices, and supporting the development of critical media literacy skills.

Given the potential for misusing ChatGPT for plagiarism and ghostwriting, there is a need for new policies and conversations regarding academic integrity. In K-16 settings, expectations regarding academic integrity are often part of the “hidden curriculum” (Giroux & Penna, 1979), meaning that they are not explicitly discussed or taught in schools. In some cases, academic integrity statements are included in class syllabi, but these statements are rarely discussed with students during class time.

AI writing tools, like ChatGPT, make it clear that students and educators need to have thoughtful conversations about what academic integrity is, including what is considered plagiarism when using AI writing tools, what is not considered plagiarism when using these tools, and when it might be valuable to use AI writing tools for thinking, communication, and learning. Without these conversations, students, educators, and anyone in a career that involves writing will continue to grapple with the legal and ethical uses of AI writing tools for doing the work previously done by humans. For instance, Koko, an online emotional support chat service, secretly started using ChatGPT to respond to some of the users’ requests for mental health support, and when users found out they felt tricked and that it was unethical for the company to do this without informing them (Ingram, 2023).
With a remarkable ability to mimic human writing, the use of ChatGPT for any kind of writing requires new conversations and policies regarding academic integrity. In educational settings, involving students in discussing, and even cogenerating, academic integrity policies can create a more democratic learning environment where students feel like their voices are valued. Such conversations can also help students prepare for a future of interacting and grappling with AI technologies.

ChatGPT also presents an opportunity for educators to reflect upon, and in many cases, rethink their teaching practices. Some educators have wondered, “Why should a student be asked to summarize the Great Gatsby or list the 50 state capitals if ChatGPT can do that in a matter of seconds?” While other educators have questioned “is my job now obsolete?” Similar fears have arisen throughout history with the introduction of new technologies from calculators to the Internet to Wikipedia (Gecker, 2023).

Yet, schooling continues to persist because there is so much more that a teacher does in a classroom than simply disseminating information and teaching basic facts. In many cases, the introduction of these technologies freed up teachers and students to focus on more critical and creative aspects of learning. For example, rather than memorizing basic calculations, students can use calculators to complete more advanced mathematical problems and design creative solutions to mathematical challenges. With advanced AI writing tools, like ChatGPT, educators have the opportunity to reflect upon their own practice and consider how this tool might spur more innovative, student-centered, and higher order learning experiences (Ofgang, 2023) and even provide enhanced writing and communication support to students, especially those with language and learning disabilities as well as English language learners (Tate et al., 2023).

ChatGPT also provides an opportunity for educators and students to develop their critical media literacy skills. Critical media literacy is an educational response that expands the notion of literacy to include different forms of mass communication, popular culture, and new technologies. It deepens the potential of literacy education to critically analyze relationships between media and audiences, information, and power, (Kellner & Share, 2007, p. 2)

Many AI technologies shape the way people think, learn, make decisions, and behave, without making this explicit. For example, TikTok’s algorithm has been found to push users toward watching more narrowed and extreme content (Wall Street Journal Staff, 2021), while Facebook was found to promote content that made users angry to keep them on the site longer (Merrill & Oremus, 2021).

AI technologies have been used to determine who gets audited (Tankersley, 2023), who gets a job (The Associated Press, 2022), who gets a life-saving donor organ (St. Fleur, 2022), who gets financial aid for college (Newton, 2021), and even who is predicted to be a future criminal (Angwin et al., 2016). In many cases, these technologies discriminate against nonwhite people as well as LGBT and disabled individuals (Kahn & Godlasky, 2022). Given that ChatGPT has already been found to provide
harmful and biased content (Perrigo, 2022), easily write misinformation (Brewster et al., 2023), privilege monocultural ways of writing (Rettberg, 2022), and completely make up false information (May, 2023), it presents an opportunity for educators and students to critically investigate the production, design, output, and influence of this technology, which can help build critical media literacy skills.

For example, high school teacher Marisa Shulman had ChatGPT generate a lesson plan and class materials about wearable technologies and then, after teaching the lesson, asked students to question and critically evaluate the usefulness of ChatGPT-generated text (Singer, 2023). When asked whether teachers should use ChatGPT for designing educational materials, students in the class said “No!” (para. 36). These types of critical investigations are essential for preparing students for an AI-entrenched society. Additionally, Tate et al. (2023) contended that building critical media literacy skills with AI technologies is especially important for students from traditionally marginalized communities because “if we do not teach people in marginalized communities to use these tools well, it will once again be the more tech-savvy elite who disproportionately benefit from them” (p. 8).

**Implications of ChatGPT for Teacher Education**

AI technologies have been around for decades, with many of them entering formal education settings in the late 20th century. These tools, like all other technologies, have potential uses, misuses, risks, and opportunities; yet, far too often, technologies are adopted into society and educational settings without a critical interrogation. Akgun and Greenhow (2022) warned that bringing AI into educational settings could negatively impact students’ privacy and autonomy, perpetuate systemic bias and discrimination, increase student monitoring and surveillance, and create new forms of inequity.

While it remains to be seen whether and how ChatGPT will be integrated into K-12 settings, it is already clear that this tool has significant potential to influence teaching and learning – for better or worse. In response to the launch of ChatGPT, some educators increased their surveillance and monitoring practices by adopting new plagiarism detector tools, which themselves have several limitations (see OpenAI, 2023). Others resorted back to old-fashioned teaching approaches like handwritten essays, oral exams, and cold calling students to explain their writing to the whole class – approaches that can negatively impact disabled and neurodiverse students, as well as any students who struggle with learning and communication.

Some educators are using ChatGPT to provide feedback on student writing without questioning how ChatGPT determines what “good” writing is and whether ChatGPT was trained on a diverse, multicultural dataset of high-quality text (Rettberg, 2022). On the other hand, students and teachers have found ways to use ChatGPT to enrich their creative thinking, aid their brainstorming and formation of ideas, improve their understanding of complex topics, and identify ways to improve the diversity of educational materials.
Even though ChatGPT is not the first AI technology to influence education, it seems to be the first in a wave of new AI tools that will necessitate a rethinking of teaching and learning. Currier (2022) reported that there are currently 450 new generative technology (AI) startups. With all of these tools on the horizon, we agree with Tate et al. (2023) that “teacher pre-service education needs to provide the necessary pedagogical information and practical skills to incorporate AI in their lessons” (p. 11). However, traditionally teacher preparation programs have siloed technology aspects of education into a single course.

Given the rapid development and adoption of AI technologies and the potential for these tools to impact nearly every aspect of education and society, we recommend incorporating the critical examination of AI more organically across the entire teacher preparation program curriculum to best prepare future teachers for inclusion into their curriculum and practices. Every teacher in every grade level – from kindergarten teachers to high school math and science teachers – can benefit from interrogating AI technologies, like ChatGPT, to make informed decisions about the use of AI in teaching and learning and, ultimately, to prepare students for an AI-entrenched future. As such, in Table 1 we provide an overview of potential practices, techniques, and strategies for integrating AI into teacher education.

**Conclusion**

As the world debates the educational and societal implications of ChatGPT and AI, what remains clear is that the development and improvement of this type of technology show no signs of slowing down. In February 2023, Google announced its competitor to ChatGPT, “Bard,” which will combine the power of a large language model with Google’s search engine capabilities (Pichai, 2023). Microsoft also announced that ChatGPT would be integrated into Bing to create a richer search and learning experience (Mehdi, 2023). With the world’s largest technology companies competing to integrate GPT technology into their tools, new avenues of AI exploration are on the horizon for the field of education.

ChatGPT and its successors have the ability to support teachers and students, alike, with personalized learning, advanced writing support, and guidance in creative thinking. As with the implementation of any new technology, however, its use carries many risks and the potential for misuse. Misinformation and bias found within ChatGPT’s responses, coupled with instances of cheating and plagiarism, have worried educational professionals. While some districts and institutions have acted quickly to ban ChatGPT, we instead believe, along with Kranzberg, (1986) that “technology is neither good nor bad; nor is it neutral” (p. 545).

Educators, administrators, and policymakers must proactively seek to educate themselves and their students on how to use these tools both morally and ethically. Educators should also understand the limitations of using AI tools and that, while every technology poses both affordances and challenges, they also come with their own embedded dangers.
Table 1
Recommended AI Integration Practices for Teacher Educators

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Reasoning</th>
<th>Readings &amp; Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide pre-service and in-service teachers with opportunities to critically</td>
<td>Rapid uncritical adoption of AI technologies can create additional harms</td>
<td>Teacher and Student Guide to Analyzing AI Writing Tools (Maloy et al., 2023)</td>
</tr>
<tr>
<td>interrogate and interact with AI technologies in ways that allow them to make</td>
<td>for students (e.g., privacy, surveillance, misinformation). Further, banning</td>
<td>Civics of Technology Curriculum (Krutka &amp; Heath, 2022)</td>
</tr>
<tr>
<td>informed decisions about their use in education.</td>
<td>AI technologies might privilege certain groups of students, such as those</td>
<td>Prior to (or instead of) using ChatGPT with your students (Caines, 2023)</td>
</tr>
<tr>
<td></td>
<td>who have access to these tools at home and students who may not need to</td>
<td></td>
</tr>
<tr>
<td></td>
<td>rely on AI writing tools for assistance with writing.</td>
<td></td>
</tr>
<tr>
<td>Provide opportunities for pre-service and in-service teachers to reflect upon</td>
<td>Anytime a disruptive technology comes along (e.g., printing press, calculator,</td>
<td>ChatGPT &amp; Education slide deck (Trust, 2022)</td>
</tr>
<tr>
<td>and rethink their practices in the era of AI technologies.</td>
<td>the Internet, Wikipedia), teachers and students can benefit from educational</td>
<td>Update Your Course Syllabus for ChatGPT (Watkins, 2022)</td>
</tr>
<tr>
<td></td>
<td>practices that change alongside these tools, like designing personalized,</td>
<td>How to Prevent ChatGPT Cheating (Ofgang, 2023)</td>
</tr>
<tr>
<td></td>
<td>student-centered learning experiences that cannot be replicated by AI tools.</td>
<td>ChatGPT with My Students (Gerstein, 2023)</td>
</tr>
<tr>
<td>Role model how to critically evaluate the teaching materials and information</td>
<td>Using AI-generated teaching materials (e.g., lesson plans) and information</td>
<td>'Pinning' with Pause framework (Gallagher et al., 2019)</td>
</tr>
<tr>
<td>generated by AI writing tools, such as ChatGPT.</td>
<td>(e.g., content for mini-lecture slides) without critical examination can</td>
<td>How Well Would ChatGPT Do in My Course? I Talked to It to Find Out (Lopez, 2023)</td>
</tr>
<tr>
<td></td>
<td>create additional harms for students and negatively impact teaching and</td>
<td>At This School, Computer Science Class Now Includes Critiquing Chatbots (Singer, 2023)</td>
</tr>
<tr>
<td></td>
<td>for creating lesson plans means that we would be giving up many of the</td>
<td></td>
</tr>
<tr>
<td></td>
<td>insights provided by educational scholars” (para. 15).</td>
<td></td>
</tr>
<tr>
<td>Encourage pre-service and in-service teachers to embed AI education into their</td>
<td>AI education can help students understand and critically examine the AI</td>
<td>AI4K12.org. Hands-On AI Projects for the Classroom: A Guide on Ethics and AI (ISTE, 2021)</td>
</tr>
<tr>
<td>practices.</td>
<td>technologies that shape their lives in order to make informed decisions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>about their use.</td>
<td>AI Literacy Curriculum (MIT)</td>
</tr>
</tbody>
</table>
Recommendation | Reasoning | Readings & Resources
--- | --- | ---
Increase transparency in teaching and learning. | AI writing tools require new conversations and transparency regarding academic integrity and plagiarism. Students can also benefit from transparency regarding their assignments so they do not end up wondering “why do I have to do this assignment if ChatGPT can do it for me?” | SPACE Framework for Writing with AI tools (Kleiman, 2023). Classroom Policies for AI Generative Tools (Eaton, n.d.) Transparency in Learning and Teaching Project (Winkelmes, n.d.)
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